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Absfrac-In this paper, we propose a novel technique called 
CARE (CApture-REcapture fair sharing) to provide fair band- 
width sharing. CARE estimates two network resource parame- 
ters: the number of Bows in the buffer and the data source rate of 
a Bow by using a capiure-recapiure model. The capture-recapture 
model depends on simply the random captnringlrecapturing of 
the incoming packets, and as a result, it provides a good approri- 
mation tool with low timelspace complexity. Our experiments and 
analysis will demonstrate that CARE provides highly accnrate 
fair bandwidth share under dinerent network con6gnrationa and 
outperforms the existing mechanisms. 

Kcyuords- Active Queue Management, Capture-Recapture 
Model, Fair Bandwidth Sharing 

I. INTRODUCTION 

One of the challenges in the design of switchedrouters is 
the efficient and fair use of the shared bottleneck bandwidth 
among different Intemet flows. In particular, to provide fair 
bandwidth sharing, different buffer management schemes are 
developed to protect the well-behaved flows from the misbe- 
having flows. However, most of the existing buffer manage- 
ment schemes cannot provide accurate fair bandwidth sharing 
while being scalable. The key to the scalability and fairness 
of the buffer management schemes is the accurate estimation 
of certain network resources without keeping too much state 
information. Throughout the years, researchers have developed 
various buffer management schemes in an attempt to solve the 
fair bandwidth sharing problem, for example, Stabilized RED 
(SRED)[l], RED with Preferential Drop (REDPD)[2], and 
Stochastic Fair Blue (SFB)[3]. However, their implementation 
in routers have not been realized because of scalability, quality 
of solution, and/or complexity problems. 
On the other hand, some solutions suggest to separate 

flows into different queues. but such AQM solutions [7] for 
providing fair bandwidth sharing require routers to store per 
flow states, and to perform per flow operations and per flow 
classification. In this paper, we propose a novel AQM scheme, 
called CARE, that requires small bounded number of states, 
but can provide fair bandwidth sharing similar to those that 
can be provided with per flow mechanisms. In this way we 
can simultaneously achieve high Quality of Service, high 
scalability and robustness. The key technique we use is called 
the capture-mapture (CR) model, which provides an accurate 
estimation of the number of active flows and data source rates 
with the help of a random packet capturing process. A series 
of simulation results are provided to prove that this novel 

Grants Council under the grant RGC-HKUST6181/01E 
Thio reseaxh IS supported 10 pat by a SFJnt fmm the Hong Kong Reseanh 

technique makes significant improvement over state-of-the-art 
AQM schemes. 

The paper is organized as follows: the next section intro- 
duces the methodology of the capture-recapture (CR) model. 
Different structures of the CR 'model are. also presented. 
Section 111 describes the mechanism of CARE in details. In 
Section IV, we compare the performance of CARE and the 
existing AQM schemes. We also present additional useful 
properties of CARE. Finally, a bnef conclusion will be given 
in Section V. 

11. THE CAPTURE-REPCATURE MODEL 
The original objective of the capture-recapture (CR) [5] 

model is to estimate the number of animals in a population. 
Animals are first captured, marked and released. Then they 
are recaptured again. A number of marked animals among 
those recaptured determine the size of the population. In the 
following, we focus on the methodology based on two variants 
of the CR model called the MO CR model and the Mh CR 
model. 

A. MO Capture-Recapture Model 
The MO CR model is the most basic form of the CR model. 

The model assumes a constant capture probability for all the 
animals, where the capture probability refers to the chance 
of individual animals being caught. Therefore, the MO model 
assumes that the capture probabilities for all animals are the 
same and the effect of capture probabilty is insignificant. The 
model derives the estimation of the total population size as 
follows: Suppose that there are nl  animals captured from the 
population and all of them are marked. Let nz be the number 
of recaptured animals. The MO CR model defined that the 
proportion of marked animals found among the recaptured 
animals is the same as the proportion of the captured animals 
to the population. As a result, the size of population (N) is 
estimated using the following equation f = %, where mz 
is the number of animals appeared to he marked among the 
recaptured animals. 

B. Mh Capture-Recapture Model 
Now we consider the case where the capture probability 

are different among the animals. In some circnmstancess, 
capture probabilities may vary by animal, for reasons like 
differences in species, sex, or age. To achieve an accurate 
approximation under different capture probabilities, a new 
approach called Mh CR model should be used. Unlike the MO 
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model, the Mh model can have as many as n+l parameters: 
N andpl ,m,  ..., p,, wherepi is the captureprobahilityfor an 
individual animal i and N is the size of the total population. 
Estimating these many parameters from the capture-recapture 
data is not possible. In order to solve this problem, the 
jackknife estimator is used to estimate N without having to 
estimate all the capture probabilities 181. To increase the accu- 
racy of the estimation, multiple capture occasions are adopted. 
In fact, the major different between MO CR model and Mh CR 
model is the number of capture occasions performed. For the 
MO model, two capture occasions ' are performed where the 
number of captures in the first capture occasion is nl and the 
number of captures in the second capture occasion is n2. On 
the other hand. we could have t capture occasions for the M h  
model, where the number of captures of each capture occasion 
are nl, n2, ... nt respectively. Another difference between MO 
CR model and M h  CR model is the input parameters used. For 
the MO model, the number of captures (nl and nz) are used 
estimate the total population. For the M h  model, however, the 
capture frequency data are used to ease the effort of estimating 
the capture probabilitiespl,B, ...,pn. Hence, estimation of N 
under the Mh model is based on the capture frequency data 
f i ,  fi, ..., f t  where fi is the number of animals caught only 
once, f2 is the number of animals caught only twice, ... etc. 
In order to compute N from a set of capture frequency data, 
the jackknife estimator (NJK) is used and i t  is computed as 
a linear combination of these capture frequencies, such that: 

where a(t ,K)i  are the coefficients which are in terms of the 
number of capture occasions (t)  and K represents the order of 
the estimation. In fact, the estimated process is complicated, 
and is intentionally omitted here in order not to put the paper 
out of focus. For more details, the reader is referred to [SI. 

111. A BUFFER MANAGEMENT SCHEME USING THE CR 
MODEL 

In general, a fair bandwidth sharing schemes should provide 
the following functions: the estimation of the sending rate 
of individual flows, the estimation of the fair share, and the 
mechanism of flow rate adjustment. Based on the data rates 
and fair share, packets are dropped (or marked) according to 
the adjustment process. Hence, a scheme with an accurate 
estimation of the flow sending rate and an appropriate fair 
share guarantee a good fair bandwidth sharing mechanism. * 

A.  Esfimation of the fair share by using the Mh CR model 

!For Ihe MO CR model. the first capture wasion is referred as capture 
while fhe second raphlre accasion is referred as recapture. 

'We adople the me adjustment mechanism of CSFQ [6]. Therefore, the 
dmpping probabilty of fbw i is d i  = 1 - foirahare/rotei, where ratei 
is the estimated scnding rate for fbw i .  

Firstly, let us discuss the estimation of the fair share. 
Consider a buffer, which stores the recently arrived packets, 
is used for the estimation of the network parameters. Assume 
that all senders are aggressive enough to occupy the available 
bandwidth. Therefore, each flow should occupy no more than 
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a fixed number of packets or the fair share size (S) in the 
buffer in order to receive equal proportion of the bandwidth. 
If a flow has occupied more than the fair share, packets of 
this flow should be dropped to leave space for the other flows. 
In this case, S can be calculated as S = !, where B is the 
buffer size and n is the total number of flows in the buffer. 

As B is a predefined value, estimating the appropriate value 
of S requires the estimation of the number of flows (n) in the 
buffer. Based on the CR model, we can estimate n by 
considering the total number of the flows in the buffer as the 
total of the animals in the population. For example, there are 
n flows in the buffer and zC1 represents the number of packets 
in the buffer having flow ID number 1, and so forth, such that 
the buffer should contain 21 + $2 + ... + z, packets. If we 
capture a random packet in the buffer, the chance of flow i's 
packet being caught is: 

Xi  

pi = (21 + 2 2  + ... + 2,) 
where pi denoted the capture probability of the flow i 

As the data rate of different sows are different, for instance, 
TCP flows have fluctuate sending rate. Hence different flows 
may occupy the buffer by different amounts, therefore 21 # zj 

for i # j and the capture probabilities (p,) vary by flow. To 
approximate the number of flows (n) in the buffer, we choose 
Mh CR model as our estimation model. The estimation process 
using the Mh CR model is as follows: 

1) Capture t packets from the buffer 
2) Construct a set of capture frequency data by observing 

the flow ID of the captured packets 
3) Estimate the total number of flows in the buffer using 

the iackknife estimator 

B. Esfimalian ofthe data rate by using the MO CR model 
Next, we consider the estimation of source data rates. The 

sending rate of a certain flow can he represented by the packet 
counts of the flows in the virtual buffer. As a result, our 
goal is to estimate the number of packets belonging to a 
certain flow in the virtual buffer by using a capture-recapture 
model, particularly, the MO CR model. Consider the following 
example: Assume that all the packets with flow ID 2 are 
captured and marked when they arrive, so that nl is the 
number of captures, and it is also the number of packets in the 
buffer with flow ID 2. B is the size of the virtual buffer. In 
fact, the marking procedure is not required. We may treat the 
mark as the flow ID in the packet header. Therefore, nl can be 
estimated by using the equation which solves the MO model, 
we modified the original equation, such that nl = B x 2, 
where n2 is the number of the recaptured packets, and m2 

is the number of the marked packets among the recaptured 
packets. Hence, the process of estimating the number packets 
belongs to flow ID 2 is as follows: 

1) Capture n2  packets from the buffer 
2) Count the number of packets with flow ID 2, and let it 

be m2 

?For ampheq, we have to define the number of captures 10 each q " e  
occasion (n,,n2, ..., n,) to be I 
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Fig. 1. E d d i o n  of variable number of hw (30% UDP load). 

3) The estimation nl is calculated if the buffer size B is 

Finally, based on the previous analysis, an Active Queue 
Management scheme, called CARE (CApture REcapture fair 
sharing), is developed. Although the nature of the traditional 
CR model and the AQM algorithms are different, simulation 
results show that CARE is found to be useful in providing fair 
banding sharing. 

given 

IV. PERFORMANCE EVALUATION 
A. Simulation Setup 

In this section, we evaluate the performance of CARE and 
compare it with the existing AQM mechanisms. We use ns- 
2 [9] for our simulation. The network configuration is as 
follows: The network topology is a dumbbell. By default in 
our simulations, the capacity of the congested link is IOMbps, 
while the link speed is IOOMbps for the others. Link latencies 
for all the links are 2.0msec. The packet size for all the traffic 
is 1000 bytes. In order to evaluate different kinds of traffic, 
a non-responsive constant rate flow (e.g.. UDP flow) which 
occupies 10% of the bottleneck bandwidth is injected into the 
network. The UDP source has the greatest flow ID. For the 
parameters of CARE, the number of capture occasions is 200 
(50 for the estimation of the number of flows), the number of 
captures per occasion is 1. We run each of the simulations for 
IO minutes (600 seconds), while the results of the first 100 
seconds are dropped. 

B. Estimation of the number offlows 
First, We evaluate CARE and SRED (SRED uses the esti- 

mated number of flows to provide fair sharing) with variable 
number of flows. Flows are injeaed and released from time 
to time. The simulation result shows the responsiveness of 
the algorithm against the change of the number of flows in 
the buffer. As illustrated in For Fig. I ,  the CARE algorithm 
adjusts itself much better to traffic fluctuations than SRED. 

Fig. 2. Ti"ghput fairness between CARE and SFEI 
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Fig. 3. Nom Analysis between CARE, SRED. and RED. 

than SFB in terms of fairness. In fact, it is very close to 
the "ideal" case where complete per flow state information 
is needed. 

In order to have a better understanding about the perfor- 
mance of the CARE, SRED, Stochastic Fair Blue (SFB), RED 
with Preferential Drop (REDPD) and RED under different 
network configurations, we evaluate them with 25 to 70 TCP 
flows. As in the previous simulations, we added a UDP flow 
for each set of TCP flows. To illustrate the performance of 
different networking setups in a single graph, we compared the 
norm of the throughput for each algorithm. norm is defined as 
norm = C ( b j  - b i ) z ,  where n is the total number of flows, 
b j  is the throughput for flow j in kbitdsec, bi is the ideal fair 
share in kbitdsec. With the norm of the ideal case being 0, 
the lower the value of norm means better performance (more 
fairness). Fig. 3 and Fig. 4 compare the result of the norm 
values of CARE to that of S E D ,  RED, SFB, RED-PD and 
the "ideal" case. As can be seen, the norm of CARE is much 
closer to the ideal case than the others. 

D. Performance under di@rent network setups 
In the previous simulations, we set the UDP load as 10% 

(IMbit/s) of the bottleneck link bandwidth (IOMbit/s). To 
study the effect of UDP load in our simulations, we set up 
the uervious simulations again with the inieaion of different 
amounts of UDP traffic.-There are 35 TCP flows and 1 
UDP flow for each case. Fig. 5 shows the performance of 
CARE and other schemes under different UDP loads. Among 
our samples, only REDPD, SFB, and CARE do not suffer 
from increasing the load of UDP traffic. In parlicular, CARE 
performs the best among these three algorithms. Moreover, to 

C. Thmughput Comparlson 
Here, we compare the throughput of each flow using CARE 

and Stochastic Fair Blue (SF8) in Fig. 2 . There are 70 TCP 
sources and 1 UDP source in the network. The result shows 
that the CARE algorithm provides better bandwidth sharing 
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Fig, 4. Norm Analysis between CARE, SFB, and RED-PD. Pig. 7. Throughput of TCP with different RTTs. 
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V. CONCLUSION 
In this paper we have introduced the mechanism of applying 

the capture-recapture model in active queue managements so 
*m as to determine crucial network resources that are needed 

to achieve a fair bandwidth sharing scheme. In particular, 
we have illustrated how to use the CR model to estimate 
the number of flows and the sending rate of each flow. 
Then these values are used for the fair bandwidth allocation 
among both the responsive as well the non-responsive flows. 
Through extensive simulations, we have demonstrated that our 
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scheme outperforms related state-of-the-art AQM schemes. 
In addition, given the low complexity of this scheme, it is 

Fig. 5. 
diffennt mmnt of UDP bffi e. 

Performanes of CARE, RED-PD. RED, SFB, and SRED under 

show the estimation using the capture-recapture model under 
the present of the short-lived flows. we evaluate the CARE 

amenable to high-speed implementation which is crucial for 
possible deployment in core routers. 

REFERENCES 
algdrithm with HTTP connectios. In Fig. 6, there are 250 

UDP connection sending at a rate of 1OMbps. The number of 
Capture occasions ( t )  is set to be 50 in this experiment. Finally, 
we also evaluate the algorithms using TCP with 
RTTs. In this experiment, we consider 25 TCP flows and 1 

Ill T. J. Ott, T. V. Labhman. L. H. Wow, ‘SRED Stabilized RED:’I€E€ 
LVFOCOM, March 1599. 

at lhe Congested Rmten:’ 9 th  InrSnational Confhnce on Nawork 
Pmtocols (ICNP)), November 2001. 

PI Wuchang Few; K.G. Shin: D.D. Kaodlur; D. Saha ‘The blue active 
queue management algorithms:’ IEEWACM Prrmmractioni on N a r k -  
Inn. Io(4). Aun 2002. 

HTTP short-1ived connections’ loo TCP connections* and a 121 R Mahajan, S .  Floyd, D. Welhemll, ‘Coatmllmg High-BandwidIh Flows 

UDP flows. The propagation for these TCP flows are O.lms, 
2ms, 4ms, lOms, and looms, such that flow 0 to flow 5 
experience a delay of O.lms, and so forth. Fig. 7 shows the 
result. Although TCP flows experiencing high propagation 
delay (flow 20 to flow 24) are suffer from low throughput 
under the RED-PD algorithm, CARE provides improvement 
for these flows. 

141 S.-Floyd k d  VrJacobson, ‘Random early dnCdioo gateways for conger- 
lion avoidaoce:’ IEEWACM Tronroelionr on N m r b i n g .  1(4):397-413. 
1993. 
G. C. Wile. D. R Adenno, K. P. Bumham, and D. L. Otis. ‘Capture- 
recaphue and removal methods for sampliog closed popuhioos:’ Lon 
AIams N r i o ~ l  Labomoly LA-8787-NERP 235 pp., 1982. 
I. Sloica S.  Shenker. H. Zhang. ‘Co~-Slalelcss Fair Queueing: A 
Scnlable Archilecture 10 Appmxmwc Fair Baodwdlh Alloeatton~ an 
High Sped Nnworkr:’ACU SIGCOUU 1998. Scplember 19YX. 
D. Lio and R Moms. ‘WnanIiCS of Random Early Detwlion:’ ACM 
SIGCO.WU 1997. September 1997. 
K. P. Rumham. W. S. Overton. ‘Eslimalron of Ihe size of a closed 
population when caplure pmbabhuco v q  among a i d s : ’  Btomeoib, 
65(3):625433. 1978. 
The Network Simulator - no-2 version 2 It#% 
hnpmvww.8a.edu n s ~ m  09 

D. Bamdnl, and ti. Ualahidhnan. ‘Binomial Coogeruon Coolml 
Al!+nlhms:’ Pmcding of IEEE INFOCOU 2001. Apnl 2001. 

Pig. 6. 
fbws. 

Estimation of Ihe number of fbwr under the present of short-lived 

93 

http://hnpmvww.8a.edu

